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 After attending this presentation, attendees will understand the difference between file-based and bulk-data 
approaches to digital forensics, and how bulk data approaches can be significantly empowered through the use of 
optimistic decompression and sector hashing. 
 This presentation will impact the forensic science community by providing results from controlled experiments in 
an area with little previous research, adding to work being carried out in digital forensics by broadening the 
understanding of the presence of compressed data, especially fragmented compressed data, in unallocated areas of 
file systems, and the availability of new techniques to decompress such data without reference to file system 
metadata or file type.  This presentation will also build upon previous research in sector hashing (also known as 
piecewise hashing and with hash-based carving and show how sector hashing can be empowered through the use of 
a high-performance custom-built database.1-5 

 Bulk data analysis is a new digital forensics technique that eschews file extraction, and instead focuses on the 
processing of bulk data read directly from the target media.  Unlike file-based approaches, bulk data analysis is 
particularly well suited to triage, as it can be parallelized and applied to random sampling. 
 In the first experiment, a corpus of roughly 2,000 hard drives purchased on the secondary market was analyzed 
for forensically important information that could only be recovered through the use of optimistic decompression of 
sectors that were not contained within allocated or recoverable deleted files.6  Optimistic decompression means that 
all decompression algorithms are applied to all sectors with the hope that some compressed data may be identified 
and decompressed.  This experiment employed the use of the bulk-extractor, fiwalk and identify-filenames.py tools.7,8  
This study found a significant number of email addresses, URLs, account numbers, and other kinds of information 
that could only be recovered through the use of optimistic decompression.  This presentation show how additional 
processing can be used to determine which recovered features are attributable to user-generated content, and which 
are residual data from software distributions. 
 In the second experiment, three corpora (GOVDOCS1, OpenMalware 2012, and NSRL) were hashed on sector 
boundaries and evaluated for the presence of distinct sectors—that is, sectors which are not present in any of the 
sectors in the corpus.6,9-11  Many such distinct sectors are present and how they can be used to identify the presence 
of either intact files or to attribute residual data to specific files of interest will be shown. 
 In conclusion, these two studies provide evidence that bulk data processing can be productively used by digital 
forensics examiners for both triage and for the extraction of case-relevant details.  Examiners can use the tools 
presented in this presentation today.  This presentation will also provide sufficient information so these techniques can 
be embedded into other tools. 
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