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D8 An Overview of Computational Linguistic Techniques for Forensic Purposes 

Carole E. Chaski, PhD*, ALIAS Technology, LLC, Georgetown, DE 19947 

Learning Overview: After attending this presentation, attendees will be familiar with techniques used in computational linguistics projects, such as 
Google®, and how these techniques can be useful for forensic purposes. 

Impact on the Forensic Science Community: This presentation will impact the forensic science community by introducing the forensic uses of 
computational linguistics. 

By its very nature, forensic science borrows from non-forensic science; the strongest forensic sciences, such as DNA identification and toxicology, 
were all respectable sciences before they were discovered to have profound use within investigations and thus became forensic DNA analysis and 
forensic toxicology (i.e., forensic sciences). This study presents computational linguistics as another non-forensic science that has forensic applications. 
Computational linguistics for forensic issues is relatively novel and is not represented in most crime laboratories, but it has been steadily growing since 
it was first introduced as a research paradigm in 1994, with results first reported in 1997.1 Further, testimony using computational linguistics has been 
admitted under both Daubert and Frye standards. 

Computational linguistics is the branch of linguistics that uses computer programs and statistical analysis to test theories of language structure and use. 
Linguistic theories create grammars of a language; computational linguistics uses this grammar to create software (called a parser) that analyzes the 
language, thus testing how well the grammar actual works on real data. Computational linguistics software has two functions: Type 1—a computer 
performs language-based tasks for a human; or Type 2—a computer helps humans use language and language-based analysis to perform other tasks. 
In tasks of type 1, the input is language and the output is still language. In tasks of type 2, the input is language and the output is something about the 
language, outside of language itself. The first tasks are meta-linguistic, (language about language) while the second tasks are extra-linguistic (language 
for something else). 

Using Language-Based Software to Obtain Linguistic Information: The most famous example of type 1, metalinguistic tasks, is the search engine 
Google®. The search engine is run by a computer program that enables the machine to receive language as keywords, find and retrieve information, 
and output language in the form of a document set matching the keywords. In addition to search and information retrieval, other computational 
linguistics techniques include similarity detection (ranking most closely similar documents in a set), automatic summarization of documents, text 
classification, identification of the language(s) in a document, and machine translation.2-7 For jurisprudence, both search and summarization can be 
useful in e-discovery, while similarity detection can be used for contract and motion reviews. For forensic digital examination, similarity detection can 
be used to find similar strings in assembly language, software languages in malware, and natural languages, while language identification can be useful 
in the examination of variable names in malware.8 For criminalistics, text classification can be very useful in determining if a document is really the 
type of text that it seems to be (such as threats and suicide notes).9 

Using language-based software to get extra-linguistic information: The type of computational linguistics in type 2 takes in language and outputs 
some fact or assessment related to the language behavior but outside language. Language analysis by machine can be used to automate personality 
assessment and to evaluate language for detection of mental disorders, such as delusional thinking, schizophrenia, and depression.10,11 For forensic 
psychology, this type of software has an immediate use of presenting a quantitative “no skin in the game” evaluation with known error rates. 
Computational linguistics can automate credibility assessment or indications of deception in language; this possibility has immediate uses in forensic 
interviewing and interrogation.12 Computational linguistics can be used to determine who authored a document.13-15 For forensic document examination, 
determining the authorship can be useful in advancing a theory of case; automated tools also provide a known error rate. Computational linguistics can 
be used to determine the social demographics reflected in the language of a document, even if the author is unknown.16,17 For criminalistics, narrowing 
the pool of potential suspects through social demographics can be a useful asset to an investigation. Further, automatic identification of terroristic 
messages helps criminal investigators monitor social media.18,19 
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