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Learning Overview: After attending this presentation, attendees will better understand the role of the internet, social media, and sermons in 
radicalization of youth in Pakistan, and of forensic computational linguistic analysis for detecting linguistic markers of religious extremism. 

Impact on the Forensic Science Community: This presentation will impact the forensic science community by providing multilingual English-
Arabic-Urdu text analysis for detecting linguistic markers of extremism for proactive investigations. 

The phenomenon of “extremism,” “religious terrorism,” or “violent radicalization” has grown in recent years, associated with several ideologies. 
Pakistan is among the top five on the list of countries affected by terrorism/violent extremism.1 The war on terrorism has killed nearly five million 
people in Pakistan, Afghanistan, and Iraq combined, resulting in displacement of families, as well as the clear emotional and mental issues arising from 
such turmoil. 

Social media has been playing a vital role in propagating extremism through radicalization of youth. The advantages of using the internet and social 
media include communication channels that are not bound to national jurisdictions and that are informal, large groups, cheap, decentralized, and 
anonymous.2,3 These channels are used in several ways to attract a young audience, publish violent content based mostly on false information, and 
persuade/recruit youth for violent acts of terrorism. It has become difficult to differentiate between a religious website that publishes only for the sake 
of awareness/knowledge and pages/websites where exaggerated/made-up religious stories are posted for a sinister agenda. The current pilot focuses on 
Pakistan as it is among the top ten internet users in Asia with manifest online problems.4 

Specialized software can play an important part in identifying such platforms and tracking down terrorist organizations by detecting warning signals/threats 
associated with such activities. Machine learning techniques can be used effectively to detect “weak signals,” “digital traces” of “linguistic markers” that 
characterize the warning signals/threats associated with terrorism or religious extremism. The warning behaviors that have the highest potential to be 
discovered in text and speech content are leakage (the communication of intent to do harm to a third party), fixation (increasing perseveration on the object 
of fixation), and identification (a desire to identify oneself with previous attackers or a terrorist organization).5-9 Previous examinations of warning signals 
have been developed from forensic psychology and behavioral sciences, sociology, and computer science.3,6,7,9,12,17 Based on previous studies, a definition 
of “extremist ideology” as an invocation to violence against specific groups justified by an ideological position (e.g., religious affiliation, racial superiority, 
and other extremist ideas) is used. “Extremist language” is then defined as the invocation through language. 

The examinations that actually consider language, however, focus on content analysis, sentiment analysis, critical discourse analysis, and basic corpus 
linguistics.14-16,18 Rigorous theoretical linguistics has generally been missing from the discussion. 

This presentation focuses on developing objective, operational definitions of “leakage,” “fixation,” and “identification” from the perspective of formal 
linguistics and computational linguistics. Formal linguistics includes both semantic and syntactic theory, and computational linguistics uses algorithms 
for syntactic, semantic, discursive, and orthographic textual analysis. These methods and techniques can be used for any kind of language-based 
analysis, but this pilot study focuses specifically on data related to Pakistani radicalization. The pilot for methodological development focuses on 
detecting the warning signals/threats through linguistic markers of religious extremism in an online environment, with linguistic markers defined from 
linguistic theory and computational algorithms. Data are collected from social networks (Facebook®, Twitter®), websites publishing religious content, 
which have more than 10,000 followers/subscribers in active discussions. 

Data are analyzed using standard methods in linguistics implemented in the Automated Linguistic Identification & Assessment System (ALIAS).10,11 
First, in line with previous studies, ALIAS is used to calculate quantitative rates for words related and unrelated to extremist ideology. This helps to 
determine which key words or phrases show up repeatedly and provides a baseline of expected terminology of extremism in the social environment. 
Second, ALIAS is used to perform syntactic and semantic analysis of passages related and unrelated to extremist ideology to determine if there is a 
correlation between the content (extremist thoughts/ideas/messages) and syntax (what’s the syntax in extremist vs. non-extremist phrases/sentences). 
The methodologies based in linguistics offer another tool for identifying radicalization through language, focusing on both salient and sophisticated 
features of language. 
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